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Abstract 

This paper presents a probabilistic analysis of a crossbar 
switch interconnection network. A crossbar switch can be 
used to interconnect various combinations of computer sub- 
s y s t e m s .  In t he  analys is  below it is a s s u m e d ,  wi thout  loss of 
genera l i ty ,  t ha t  t he  c r o s s b a r  is being u sed  to c o n n e c t  N pro- 
c e s s o r s  to M m e m o r i e s .  The c r o s s b a r  is t e r m e d  an  N-M 
c r o s s b a r  ( read  "N to M crossbar" ) .  General  e x p r e s s i o n s  a re  
developed for a var ie ty  of p e r f o r m a n c e  f igures  for an  N-M 
c r o s s b a r  including:  the  probabi l i ty  of a m e m o r y  r e q u e s t  being 
a c c e p t e d  (i.e. no t  being blocked by a n o t h e r  r e q u e s t  to the  
s a m e  m e m o r y ) ,  t he  e x p e c t e d  bandwid th  of the  c ros sba r ,  and  
the  average  wait  t i me  of a r e q u e s t  before  it is accep ted .  
Closed form so lu t ions  to t h e s e  e x p r e s s i o n s  a re  given for t he  
un i fo rm r e q u e s t  case  and  for the  favori te m e m o r y  ca se  (i.e. 
where  p r o c e s s o r  i r e q u e s t s  m e m o r y  i with  a h i g h e r  probabi l i ty  
t h a n  o t h e r s  m e m o r i e s ) .  The c losed fo rm so lu t ions  a r e  t e s t e d  
aga ins t  s imula t ions .  

1. I n t r o d u c t i o n  

This  p a p e r  p r e s e n t s  a p r o b a b i l i s t i e  a n a l y s i s  of a 
c r o s s b a r  s w i t c h  i n t e r c o n n e c t i o n  n e t w o r k .  I t  is  b a s e d  o n  
w o r k  r e p o r t e d  in  [MaM81b] .  A c r o s s b a r  s w i t c h  c a n  b e  
u s e d  to  i n t e r c o n n e c t  v a r i o u s  c o m b i n a t i o n s  of c o m p u t e r  
s u b s y s t e m s  i n c l u d i n g  p r o c e s s o r s  to  p r o c e s s o r s ,  p r o c e s -  
s o r s  to  m e m o r i e s ,  p r o c e s s o r s  to  l / 0  d e v i c e s ,  a n d  
m e m o r i e s  to  ] / 0  d e v i c e s ,  I n  t h e  a n a l y s i s  b e l o w  it is 
a s s u m e d ,  w i t h o u t  l o s s  of g e n e r a l i t y ,  t h a t  t h e  c r o s s b a r  is 
b e i n g  u s e d  to  c o n n e c t  N p r o c e s s o r s  to  M m e m o r i e s .  Th i s  
m u l t i p r o c e s s o r  s y s t e m  is d e p i c t e d  in  F i g u r e  1. T h e  
c r o s s b a r  is t e r m e d  a n  N-M c r o s s b a r  ( r e a d  "N to  M 
c r o s s b a r " ) .  ]n  t h e  o p e r a t i o n  of t h e  s y s t e m  it  i s  f u r t h e r  
a s s u m e d  t h a t  t h e i r  is a s y s t e m  wide  c l ock ,  a n d  t h a t  r e a d  
a n d  w r i t e  m e m o r y  r e q u e s t s  m a d e  by  t h e  p r o c e s s o r s  c a n  
o n l y  o c c u r  in  s y n c h r o n i s m  w i t h  t h i s  c l ock .  

The  d e s i g n e r  of a m u l t i p r o c e s s o r  s y s t e m  h a s  a wide  
v a r i e t y  of [ n t e r c o n n e c t i o n  n e t w o r k s  to  c h o o s e  f r o m .  An 
o b v i o u s  c a n d i d a t e  fo r  a n  i n t e r c o n n e c t i o n  n e t w o r k  is  a 
s h a r e d  b u s - - s e v e r a l  p r o c e s s o r s  a n d  m e m o r i e s  c o n n e c t e d  
to  a s h a r e d  t i m e - m u l t i p l e x e d  bus .  H o w e v e r ,  a s h a r e d  
b u s  on ly  p r o v i d e s  h i g h  s p e e d  i n t e r e o n n e c t i o n  if it  is v e r y  
f a s t  r e l a t i v e  to  p r o c e s s o r s  a n d  m e m o r i e s .  If it  is d e s i r e d  
to  c o n n e c t  N p r o c e s s o r s  to  M m e m o r i e s  a s h a r e d  b u s '  
p e r f o r m a n c e  d e c a y s  as  N i n c r e a s e s .  To i m p r o v e  p e r f o r -  
m a n c e  o v e r  t h e  s h a r e d  b u s  a c r o s s b a r  s w i t c h  m a y  b e  
u s e d  to  e s t a b l i s h  m u l t i p l e  b u s  c o n n e c t i o n s  b e t w e e n  p r o -  
c e s s o r s  a n d  m e m o r i e s .  A c r o s s b a r  a l lows  a n y  s e t  of 
s i m u l t a n e o u s  i n t e r c o n n e c t i o n s  in  w h i c h  a t  m o s t  o n e  
i n p u t  b u s  is c o n n e c t e d  to e a c h  o u t p u t  b u s .  U n l i k e  t h e  
s h a r e d  b u s  i t s  p e r f o r m a n c e  d o e s  n o t  d e c r e a s e  w i t h  
i n c r e a s e  in  N.  H o w e v e r ,  t h e  c o m p o n e n t  c o m p l e x i t y  of 
t h e  c r o s s b a r  g r o w s  as  O(NM). F o r  t h i s  r e a s o n  p a s t  
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F i g u r e  1. M u l t i p r o c e s s o r  S y s t e m .  

proposals for tightly coupling multiple processors to 
multiple memories have steered away from crossbar 
switches. In their place a whole range of ingenious net- 
works have been proposed that include the following: the 
networks of Clos and Bones [C[o53,Ben85], the Banyan 
networks of Goke and Lipovski [GoL73], the Data Manipu- 
lator network of Feng [Fen74], the Omega network of 
Lawrie [Law75], the STARAN flip network of Batcher 
[Bat76], the Indirect Binary n-cube of Pease [Pea77], the 
Generalized Cube of Siegel and Smith [SIS78, SiMSlb], 
the Delta network of Patel [Pat79], the Baseline network 
of Wu and Feng [Wu_F80], and the Augmented Data Mani- 
pulator network of Siegel and McMiIlen [SiM81a]. These 
networks have many of the connectivity properties of a 
crossbar without the component complexity. For a good 
survey of the state-of-the-art in networks see Siegel 
isleS0]. A unified theory developed by Lipovski and 
Malek that characterizes the inter-relationship of many 
of these networks will appear in [LiM]. With the excep- 
tion of some forms of the of the Banyan network the 
component complexity of these networks all grow as 
O(NIog~N) r a t h e r  than O(N 2) ( a s s u m i n g  N=M). 

In  t h e  c o n t e x t  of VLSI t e c h n o l o g y  i t  is n o  l o n g e r  
c l e a r  t h a t  r e d u c e d  c o m p o n e n t  c o m p l e x i t y  is a n  a d v a n -  
t a g e  w i t h i n  a s i n g l e  ]C. F o r  e x a m p l e ,  p r e l i m i n a r y  l ay -  
o u t s  fo r  a D e l t a  n e t w o r k  a n d  a b i t - s l i c e  c r o s s b a r  c a r r i e d  
o u t  b y  u s  [MaM81a]  s u g g e s t  t h a t  t h e  r e d u c e d  c o m p l e x -  
i t y  n e t w o r k s  do n o t  a p p e a r  to  t r a n s l a t e  i n t o  m o r e  
e f f i c i e n t  s p a c e  u t i l i z a t i o n  in. a n  ]C l a y o u t ,  The  d e c r e a s e d  
i m p o r t a n c e  of c o m p o n e n t  c o m p l e x i t y  o r  d e v i c e  c o u n t  a s  
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a measure of design efficiency in ICs has been discussed 
by Thompson and Franklin [Tho80, Fra80] among others. 
Furthermore, although the reduced complexity networks 
preserve some of the connectivity properties of a 
crossbar they do not preserve bandwidth [Pat79]. For 
t h e s e  r e a s o n s  we have  d e c i d e d  to exp lo re  m o r e  fully t he  
d e s i g n  and  ana lys i s  of c r o s s b a r  swi tches  for  use  as  s ingle  
ch ip  bu i ld ing  b locks  in  i n t e r c o n n e c t i o n  ne tworks .  How- 
ever ,  i t  is s t i l l  a s s u m e d  t h a t  if t h e  size r e q u i r e m e n t s  of 
a n  i n t e r c o n n e c t i o n  n e t w o r k  e x c e e d  the  size of t he  s ingle  
chip  c r o s s b a r ,  t h e  n e t w o r k  will be  c o n s t r u c t e d  as a n  
"Nlog2N*' t y p e  n e t w o r k  s ince  t he  r e d u c e d  c o m p o n e n t  
c o m p l e x i t y  a r g u m e n t  ho lds  a t  t he  IC p a c k a g e  level. 

P r ev ious  work  t h a t  is r e l e v a n t  to  th i s  p a p e r  c a n  b e  
found  in [Rav72, Sir70,  Bha75,  Pip75, BaS76, CKL77, 
Hoo77, Rau79, PatS1] .  The ana lys i s  p r e s e n t e d  below is 
a n  e x t e n s i o n  of th i s  work.  Analyses  p r e s e n t e d  in t h e  
above  r e f e r e n c e s  a s s u m e  t h a t  p r o c e s s o r  r e q u e s t s  a r e  
u n i f o r m l y  d i s t r i b u t e d  a m o n g  t h e  m e m o r i e s .  Our 
ana lys i s  r e l a x e s  th i s  cond i t ion .  In p a r t i c u l a r ,  we allow 
t h e  poss ib i l i ty  of a p r o c e s s o r  no t  m a k i n g  a m e m o r y  
r e q u e s t  d u r i n g  a s y s t e m  cycle  2, a n d  we allow t h e  
r e q u e s t s  to  b e  n o n - u n i f o r m l y  d i s t r i b u t e d  a m o n g  t h e  
m e m o r i e s ,  In  t he  ca se  of e a c h  p r o c e s s o r  having  a favor-  
i t e  m e m o r y ,  i.e., be ing  m o r e  l ikely to r e q u e s t  one  p a r t i c -  
u l a r  m e m o r y  t h a n  any  o t h e r ,  a new c losed  f o r m  so lu t i on  
for  the  p r o b a b i l i t y  of r e q u e s t  a c c e p t a n c e  is deve loped .  
In c o n t r a s t  to  some  of t he  ana ly se s  p re sen t . ed  in [BaS76, 
Bha75,  CKL77, Rau79]  we have  no t  a t t e m p t e d  to m o d e l  
d e p e n d e n c i e s  b e t w e e n  s u c c e s s i v e  m e m o r y  r e q u e s t s  or  
to  m o d e l  t h e  e f fec t  of be ing  al lowed to queue  m e m o r y  
r e q u e s t s ,  a l t h o u g h  a n  e x p r e s s i o n  for t he  e x p e c t e d  wai t  
t i m e  of a m e m o r y  r e q u e s t  is deve loped  in s e c t i o n  4, 
Inc lud ing  d e p e n d e n c i e s  or  q u e u e s  in t h e  ana lys i s  r e s u l t s  
in  ve ry  c o m p l e x  m o d e l s  t h a t ,  a l t h o u g h  m o r e  a c c u r a t e ,  
c a n  only be  solved for  ca se s  w h e r e  all p r o c e s s o r s  m a k e  
u n i f o r m  r e q u e s t s  e v e r y  s y s t e m  cycle  (see [Rau79]) .  

2. Analysts of an N-M Crossbar 
AsmampUons:  C o n s i s t e n t  wi th  t h e  s y s t e m  b e h a v i o r  ou t -  
l i ned  in t h e  I n t r o d u c t i o n  it  is a s s u m e d  t h a t  e v e n t s  in  t h e  
s y s t e m  o c c u r  a t  d i s c r e t e  t i m e  in t e rva l s  de f ined  by  t h e  
s y s t e m  clock.  The d i s c r e t e  t i m e  i n t e r v a l s  a r e  t e r m e d  
s y s t e m  cycles .  M e m o r y  r e q u e s t s  m a d e  by  t he  p r o c e s -  
sors  o c c u r  s y n c h r o n o u s l y  wi th  the  s y s t e m  c lock  and  a n y  
p r o c e s s o r  m a y  m a k e  a m e m o r y  r e q u e s t  a t  t he  s t a r t  of 
any  s y s t e m  cyc le  s u b j e c t  to  t h e  p r o b a b i l i t y  d i s t r i b u t i o n s  
def ined  below. A m e m o r y  c a n  se rv ice  one  r e q u e s t  p e r  
s y s t e m  cycle .  

Def ln iUon  1: Let  R~ be  t h e  e v e n t  t h a t  p r o c e s s o r  i 
r e q u e s t s  any  m e m o r y .  

Def in iUon  2: Let  S 0 be t h e  even t  t h a t  p r o c e s s o r  i 
r e q u e s t s  m e m o r y  j .  

A s s u m p t i o n s :  Assume  t he  r e q u e s t  b e h a v i o r  of a p r o c e s -  
sor  is a n  i n d e p e n d e n t  p r o c e s s .  A s s u m e  also t h a t  t h e  
r e q u e s t  b e h a v i o r  of e a c h  p r o c e s s o r  is i n d e p e n d e n t  of 
t h a t  of any  o t h e r  p r o c e s s o r .  We shal l  t e r m  t h e s e  
a s s u m p t i o n s  t h e  i n d e p e n d e n t  r e q u e s t  p r o p e r t y  (IRP). 

One c o n s e q u e n c e  of t h e  IRP is t h a t  ou r  ana lys i s  does  
no t  mode l  r e s u b m i s s i o n  of d e n i e d  r e q u e s t s .  In  o t h e r  
words  if s e v e r a l  p r o c e s s o r s  r e q u e s t  t he  s a m e  m e m o r y  
t h o s e  t h a t  do no t  ge t  t he  m e m o r y  (all b u t  one)  " loose"  
t h e i r  r e q u e s t ,  a n d  in t h e  n e x t  t i m e  p e r i o d  t h e i r  r e q u e s t s  
will be  m a d e  wi thou t  r e g a r d  to  th i s  loss s ince  t h e  
r e q u e s t  b e h a v i o r  of a p r o c e s s o r  is a n  i n d e p e n d e n t  

See next section for a definition of this term. 

p roces s .  In a r e a l i s t i c  s i t u a t i o n  t h e  r e q u e s t  would m o s t  
l ikely be r e s u b m i t t e d ,  The e f fec t  of t h i s  s h o r t c o m i n g  of 
t h e  ana lys i s  is m e a s u r e d  e x p e r i m e n t a l l y ,  a n d  t h e  r e s u l t s  
a re  p r e s c r i b e d  in a l a t e r  sec t ion .  

One o t h e r  c o n s e q u e n c e  of t h e  IRP is t h a t  t h e  follow- 
ing holds:  

Pr~S.~ AS=d] = Pr~S~bIPr~S=dl for  all a x e  

A s s u m p t i o n s :  A s s u m e  t h a t  i t  is poss ib le  to m e a s u r e  t he  
following two s t a t i s t i c s  empi r i ca l ly .  

(1) The p robab i l i t y ,  r i ,  t h a t  p r o c e s s o r  i r e q u e s t s  any  
m e m o r y  a t  the  s t a r t  of a s y s t e m  cycle.  

(2) The p robab i l i t y ,  P i ( J ) ,  t h a t  p r o c e s s o r  i r e q u e s t s  
m e m o r y  j g iven  t h a t  i t  m a k e s  any  r e q u e s t  a t  all a t  
t he  s t a r t  of a s y s t e m  cycle .  

The va lues  of z~ a n d  t h e  p~( j )  for  a p a r t i c u l a r  p r o c e s s o r  i 
will be  t e r m e d  t h e  r e q u e s t  d i s t r i b u t i o n s  for  t h a t  p r o c e s -  
sor.  

The s t a t i s t i c  r~ a n d  t he  p~ ( j )  m a y  b e  e s t i m a t e d  f r o m  
m e m o r y  r e f e r e n c e  c o u n t s  o b t a i n e d  f r o m  typ i ca l  p ro-  
g r a m s  ( see  [BaS76, Hoo77]).  

F r o m  def in i t ions  1 a n d  2 and  t h e  above  a s s u m p t i o n s  
i t  follows t h a t :  

r, = m~R~l  (1) 

p~(Y) = Pr~So ]R~ (2) 

F r o m  the  de f in i t ion  of c o n d i t i o n a l  p r o b a b i l i t y  we have:  

P r ~ S ~  IR,{ = P r l n , ]  ( P r [ R , { > 0 )  

However,  f r o m  def in i t ions  1 a n d  2 i t  follows tha t :  

(See e v e n t  s p a c e  d i a g r a m s  in F igure  2.) 

~J 

F igure  2. E v e n t  Space  Diagrams.  
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There fore :  

Using (1) a n d  (2) th i s  c a n  be  wr i t t en :  

~ s ~ l  = ~ ,  (/) (~) 

Def in i t ion  3: Let  A~ be  t h e  e v e n t  t h a t  p r o c e s s o r  i 
r e q u e s t s  m e m o r y  j a n d  is a c c e p t e d .  

Def in i t ion  4: Let  B0~ be t h e  e v e n t  t h a t  p r o c e s s o r  i a n d  
/~-1 o t h e r s  r e q u e s t  m e m o r y  j .  

As sumpt ion :  If exac t l y  /c p r o c e s s o r s  r e q u e s t  m e m o r y  j 
a s s u m e  t h a t  t he  one  p r o c e s s o r  whose  r e q u e s t  is s e r v i c e d  

is s e l e c t e d  f rom the  s e t  of k wi th  a p r o b a b i l i t y  of ~ .  We 

shal l  t e r m  th i s  t h e  u n f o r m  s e l e c t i o n  ru le  (USR). In  t he  
n o t a t i o n  d e v e l o p e d  so fa r  t he  USR c a n  be  e x p r e s s e d  as 
follows: 

F r o m  def in i t ions  2 a n d  3 i t  follows tha t :  

~ n s ~  =A~. 

(See e v e n t  s p a c e  d i a g r a m s  in  F igure  2.) 

F u r t h e r m o r e ,  f r o m  def in i t ions  ~ a n d  4 i t  follows tha t :  
N 

4=1  

(See event space diagrams in Figure ~.) 
Combin ing  t h e s e  two o b s e r v a t i o n s  gives t he  following: 

1 

Dis t r ibu t ing  gives: 
N 

From definit ion 4 i t  follows that the events Bt~ are 
mutual ly exclusive with respect to/¢, i.e. ,Bg~Bq~°~ = ¢ 

for all k l~ /c  ~. The re fo re ,  t h e  e v e n t s  / A O ~ B O ,  / a r e  

m u t u a l l y  exc lus ive  wi th  r e s p e c t  to  /c also. This f ac t  
allows us  to  e x p r e s s  t h e  r e l a t i o n s h i p  b e t w e e n  t he  p r o b a -  
b i l i t ies  associated with the events in equation 4 as fol- 
lows: 

N 

Using t he  de f in i t ion  of c o n d i t i o n a l  p r o b a b i l i t y  again,  we 
have:  

~r~A~ ~ , # ~ t  = ~r~A~# I ~ , l  ~IB~'~] 

S u b s t i t u t i n g  th i s  in 5 gives: 
N 

k = l  

Applying t he  USR a s s u m p t i o n  to  th i s  gives: 

N 1 

Def in i t ion  5: Define a b i n a r y  vec to r ,  
wO# = < w ~  (1) ..... w o k ( N ) >  to  r e p r e s e n t  t h e  r e q u e s t  pa t -  
t e r n  s e e n  by  m e m o r y  j w h e n  p r o c e s s o r s  i a n d  ]c - 1  o th-  
e rs  r e q u e s t  m e m o r y  j .  The e l e m e n t s  of won a re  de f ined  
as follows: 

~ ( h )  = 1 

iff p r o c e s s o r s  h ,  i ,  and / c  - 2  o t h e r s  r e q u e s t  m e m o r y  j .  

~ ( h )  = 0 
iff p r o c e s s o r  h m a k e s  no  r e q u e s t  or  r e q u e s t s  a m e m o r y  
o t h e r  t h a n  j ,  a n d  p r o c e s s o r s  i a n d  / c -1  o t h e r s  r e q u e s t  
m e m o r y  j .  

[ N - 1  
The re  a r e  ~ / c - 1  ) d i s t i n c t  v e c t o r s  wok. When n e c e s s a r y  
t h e y  will b e  d i s t i n g u i s h e  d by  a n  add i t i ona l  s u b s c r i p t  as 
follows: 

w o ~  l = 1 . . . . .  ( 
N 
/c -1 ) -  

1 

F r o m  def in i t ion  5 i t  follows t h a t :  

~ , ( ~ )  = i 

~#,, (~) = 
h=l  

and 

~ ( h )  = ii ~ e ~ . ~ t  s~j (v) 

However,  t h e  c o n v e r s e  of r e l a t i o n  7 does  no t  n e c e s s a r i l y  
ho ld  s ince  t he  e v e n t  t h a t  p r o c e s s o r  h r e q u e s t s  m e m o r y  
j says  no th ing  a b o u t  p r o c e s s o r  i r e q u e s t i n g  m e m o r y  
n o r  does  i t  i n d i c a t e  how m a n y  p r o c e s s o r s  r e q u e s t  
m e m o r y  j .  

Def in i t i on  B: Deno te  t h e  o c c u r r e n c e  of e v e n t  S a n d  i ts  
n o n - o c c u r r e n c e  by  S t a n d  S ° r e spec t i ve ly .  

F r o m  def in i t ions  5 a n d  6 and  r e l a t i o n  7 we have:  
N (h ) 

h = !  

F u r t h e r m o r e ,  t h e  c o n v e r s e  ho lds  s ince  t h e  r i g h t  h a n d  
s ide c o m p l e t e l y  spec i f ies  t h e  r e q u e s t  p a t t e r n  s e e n  by  
m e m o r y  j ,  There fo re ,  we c a n  wri te :  

N 
W~r,-~ ~ N s~ ~Ch) (B) 

h=l 

DeflniUon V: Let WOn t be the event corresponding to the 
request pattern wO~ L . 

From relation 8 and definition 7 it follows that: 

WO, t = n 
h=l  

Applying the IRP assumptions to this allows us to express 
the relationship between the probabilities associated 
with the events as follows: 

h = l  

From equation 3 and definition 6 it follows that: 

and 

S u b s t i t u t i n g  t h e s e  r e s u l t s  i n to  e q u a t i o n  9 gives: 

/~" } Wv,~ ~ = ~ [rhph g ) ]~o~ (h)[ 1 -- rh/~h ( i )  ] 1 (h ) 
h = !  

However ,  as  n o t e d  e a r l i e r  f r om def in i t ion  5 i t  follows 
t h a t :  
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"u,W~(i ) = 1 

Thus the  above equa t ion  can  be r e w r i t t e n  to  give: 

Pr~ W~,LI = 
N 

n;',(i)H [~hP~(/)]~"¢h)[ I - ~hp~(~)] ~ - ~ ¢ ~ )  (i0) 
h=l 

From definition 4, 5 and 7 it fellows that: 

(if--;) 
su~ = U w,j~, (10 

t = l  

(See even t  s p a c e  d i a g r a m s  in Figure Z.) 

F u r t h e r m o r e ,  f rom def ini t ions  5 and  7 it m a y  be con-  
e luded  tlhat even t s  W~-~ are mutua l ly  exclusive wi th  
r e s p e c t  to  l ,  i.e. W~i~h ~ W~ z = ff for  a l l l l#12.  This 
allows us to  e x p r e s s  t h e  r e l a t i onsh ip  b e t w e e n  the  p ro b a -  
bil i t ies a s s o c i a t e d  with t h e  even t s  in equa t i on  11 as fol- 
lows: 

(~:~) 

l=l 

Substituting from equation 10 into 12 gives: 

(~:i) 
r~p~(j) ~ I~ [ r .Pa ( J ) ]~ '~u (a ) [1 - r aP~( ] ) ]  '-~'~"(h)(13) 

Subs t i tu t ing  equa t ion  13 in to  equa t ion  8 gives us the  fol- 
lowing e x p r e s s i o n  for t h e  p robab i l i t y  of p r o c e s s o r  i suc-  
cessful ly  r e q u e s t i n g  m e m o r y  j : 

~ A ~ I  = 
N - 1  

np, U) 
k = l  = = 

F r o m  the  po in t  of view of individual  p r o c e s s o r s  an  
i n t e r e s t i n g  quan t i ty  is t he  p robab i l i t y  of p r o c e s s o r  i suc-  
cessful ly  r e q u e s t i n g  m e m o r y  ~ once  i has  r e q u e s t e d  j ,  
i.e. Pr~A~-]S~i I. This gives a m e a s u r e  of a r e q u e s t  no t  
being b locked  by a confl ict .  To ob ta in  PriAm/ ] S~/] we 
n e e d  to modi fy  equa t ion  14 sl ightly.  This c a n  be done  in 
a s t r a i g h t f o r w a r d  m a n n e r  as follows, Above it was 
o b s e r v e d  t h a t  def ini t ions  2 and  3 lead to: 

&ns,~ = &  

Combining th is  wi th  the  def in i t ion  of cond i t iona l  p ro b a -  
bil i ty gives: 

~ Is~l  = pr i so. I Pr g%- I 

Subst i tut ing for Pr~$o- I f rom equation 3 and for Pr~A~-~ 
f rom equa t ion  14 gives : 

P~ ~ -  I s.. I  = 

h ~  

In genera l ,  i t  is d e s i r a b l e  t h a t  an  i n t e r c o n n e c t i o n  
ne twork  provide  as m a n y  s i m u l t a n e o u s  channe l s  as 
n e e d e d  f r o m  its  N inputs  to i ts  M ou tpu t s .  ]n the  case  of 
an N-M c r o s s b a r  t he  n u m b e r  of s i m u l t a n e o u s  c h a n n e l s  
n e e d e d  is g iven by: 

N 
R.q[BW]  = a En (~8) 

The left  h a n d  side r e a d s  " r e q u e s t e d  bandwidth" .  It is 
m e a s u r e d  in "channe ls" ,  however ,  if t he  da t a  r a t e  p e r  
ch an n e l  can  be e x p r e s s e d  in Her tz  t h e n  it is poss ib le  to  
r e p r e s e n t  Req [BW] in Hertz;  un i t s  m o r e  c o m m o n l y  used  
to  m e a s u r e  bandwid th .  Two o t h e r  b a n d w i d t h  m e a s u r e s  
are  usefu l  for  c h a r a c t e r i z i n g  an  N-M c ros sba r .  They are  
def ined  as follows: 

/=U=, 

Maz[BW] =A min(N,M) (18) 

The f irs t  of t h e s e  is jus t  the  e x p e c t e d  bandwidth ,  i.e. the  
e x p e c t e d  n u m b e r  of c h a n n e l s  in use  b e t w e e n  the  N pro-  
c e s s o r s  and  the  M m e m o r i e s .  The s e c o n d  def in i t ion  is a 
m e a s u r e  of t he  m a x i m u m  n u m b e r  of c h a n n e l s  t h a t  can  
ex i s t  b e t w e e n  the  p r o c e s s o r s  and  m e m o r i e s  if r e q u e s t  
conf l ic ts  neve r  occur .  It can  be s e e n  t h a t  Max[BW] 
d e p e n d s  only on the  s t r u c t u r e  of t he  N-M c ros sba r ,  
w h e r e a s  Req [BY] and  E[BW] are  also d e p e n d e n t  on the  
r e q u e s t  d i s t r i bu t ions  t h a t  def ine e a c h  p r o c e s s o r ' s  
r e q u e s t  behav io r  (i.e. r~ and p~(j) ). 

Using the  def in i t ions  given in equa t ions  16, 17, and  
18 we can  def ine two f igures  of m e r i t  for  an N-M c r o s s b a r  
o p e r a t i n g  u n d e r  a p a r t i c u l a r  se t  of r e q u e s t  d i s t r i b u t i ons  
as follows: 

E a E[B~ ' ]  (19) 
= Req[BW] 

u a E[BW] (zo) 
= M~[Bw] 

Where E is a measure of the ej~ectiveness of the crossbar 
in fulfilling the demands of the particular set of request 
distributions, and U is a measure of the ut//iz~t/on of 
the crossbar given the particular set of request distribu- 
tions. In general, E and U are both functions of N, M, r~ 
and pi (j) for all i and j. Also, 0~_E_< 1 and 0_~ U_< i. 

3. Closed Form So lu t ions  

For c e r t a i n  func t iona l  fo rms  for r i and Pi(J) it  is 
poss ib le  to der ive  c losed  fo rm e x p r e s s i o n s  for  eq ua t i on  
14, and as a c o n s e q u e n c e  equa t ions  15 t h r o u g h  20 too. 
In th is  s e c t i o n  we shal l  i l lus t ra te  this  poss ib i l i ty  with 
s eve ra l  examples .  

3. I. U n i f o r m  R e q u e s t  Di s tr ibut ions  

In this  case:  
l e t  r~ = r for  all ¢ and  j 

1 and  pl  ( j )  = ~ for  all i ,  

Then eq u a t i o n  14 s implif ies  to t he  following: 

r ~ 1  l r = W ~ [ W ]~"c")[1- ],-~,.,c.) (el) 
' k = l  / = l  h = l  

Recall  t h a t  for all values  of l exac t ly  k e l e m e n t s  of w0.~ 
are  1 (1¢-1 e l e m e n t s  if the  h=i case  is omi t t ed ) ,  and 
N - k  e l e m e n t s  a re  0. Therefore ,  equa t ion  21 r e d u c e s  to: 
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f ~ N - 1  

r N 1 t k - l /  r J--" 

Since  I is no  longe r  a p a r a m e t e r  of any  of t h e  t e r m s  in 
t h e  s c o p e  of t h e  r i g h t m o s t  s u m m a t i o n ,  e q u a t i o n  22 
r e d u c e s  to: 

r N 1 N-ILl r l~-I _/_ ]#-~ 

This can be written as: 

I N r i r ]N-k 

Recal l ing t he  b i n o m i a l  e x p a n s i o n  of [ ~  + ( 1 - ~ ) ] N  we 

c a n  r ewr i t e  23 as follows: 

[1- (~-~ 1~] (e4) 

Also: 

M [ i -  (i-~)#] (as) 

Equations 16 through 18 simphfy to: 

Req[BW] = rN 

E[Bw] = M[1-  ( 1 - ~ ) N ]  (2e) 

u =  [ s w ]  = m ~  (N,M) 

T h e r e f o r e  e q u a t i o n s  19 and  20 s impl i fy  to: 

(2v) 
.14 r 

u = sx=l[i- (1-~)N], N[I- (1-~)~]1 
F u r t h e r  s impl i fy ing  a s s u m p t i o n s  lead  to e v e n  m o r e  c o n  o 
cise  c lo sed  f o r m s  as [ollows: 

N 
Let  a = - -  

M 

Then  e q u a t i o n  25 has  a l imi t ing  fo rm as follows: 

.5.... [ 1 - ( 1 - ~  1"1 s : ' , '14  I s i j l  = ,'<~ 

If N and M grow l a rge  this last equation has a limiting 
form as follows: 

am A_ [1-(1-~ )"] = ~ [1-e- '°]  (~s) 

Most of t h e  e q u a t i o n s  24 t h r o u g h  28 have  p rev ious ly  
b e e n  de r i ved  in  [Str70,  CKL77, BrD77] for  t h e  c a s e  
r = l . 0 ,  and  in [Hoo77, Pa tS1]  for  the  ca se  v ~ l . 0 .  

F igu re s  3 t h r o u g h  5 i l l u s t r a t e  s o m e  of t he  r e s u l t s  
o b t a i n e d  by  a s s u m i n g  u n i f o r m  r e q u e s t  d i s t r i bu t i o n s .  Fig- 
u r e  3 shows PrlA~ i I S~]  a n d  E[BW] for  a 4-M c r o s s b a r  
as a f u n c t i o n  of M w h e n  r = 0 . 1  (i.e. a 10% d u t y  cycle  for  
m e m o r y  r e q u e s t s ) .  As one  would e x p e c t  t h e  p r o b a b i l i t y  
of a s u b m i t t e d  r e q u e s t  be ing  a c c e p t e d  a p p r o a c h e s  1 as  
M i n c r e a s e s ,  s i nce  i n c r e a s i n g  M while k e e p i n g  N con-  
s t a n t  r e d u c e s  t he  l ike l ihood of r e q u e s t s  conf l ic t ing  for  
m e m o r i e s .  For  the  s a m e  r e a s o n  the  e x p e c t e d  b a n d w i d t h  
in  use,  E[BW] a p p r o a c h e s  t he  e x p e c t e d  b a n d w i d t h  
r e q u e s t e d ,  Req[BW]. (Recal l  t h a t  Req[BW]=rN=0.4.) 
Figure  4 a g a i n  shows PrlAi , i  I S~]  and  E[19W] for  a 4-M 
c r o s s b a r  as a f u n c t i o n  of M, however ,  t he  r e q u e s t  h a s  
b e e n  i n c r e a s e d  to  t he  po in t  w h e r e  e v e r y  p r o c e s s o r s  
m a k e s  a r e q u e s t  a t  eve ry  m e m o r y  cycle,  i.e. ~-=1.0. 
Again Pr{A~ I Scjl a s y m p t o t i c a l l y  a p p r o a c h e s  1 wi th  

0.8 

0.S 

0.4 
f 

0.2 

0.0 
0. 10. 

,{A,sl 

(sw) 

20. 30. 4~0. 5:0. 60. 70. 

M 

r = 0.i 
N m 4 

Figure  3. 
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I.G 

/ 
S(BW) 

,(~Ls} 

/ 
0.0 ' ! 
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N m 4 

Figure  4. 

increase in M, but at a slower rate than before. In addi- 
tion. E[BW] approaches R~q[BW] (=4). however, since 
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bJ 

r = 1. O, E [ B i f  ] also a p p r o a c h e s  t he  s t r u c t u r a l  l imit  of t he  
c ro s sba r ,  n a m e l y  Max[BY] (=4). Figure 5 i l lus t ra te  how 
E[Bif]  var ies  with r for a 4-4 c r o s s b a r ,  a 16-16 c ro s sba r ,  
and  a 64-64 c r o s s b a r .  Notice t ha t  in all t h r e e  ca ses  85- 
70X of t he  m a x i m u m  n u m b e r  of channe l s  available a re  
be ing u s e d  when  r=l.0.  

3.2. F a v o r i t e  M e m o r y  D i s t r i b u t i o n s  

In th is  case  a s s u m e  tha t  p r o c e s s o r  i is m o r e  l ikely 
to r e q u e s t  m e m o r y  i t h a n  o t h e r  m e m o r i e s .  To m o d e l  
th is  case  let: 

r~ = r for all i 
p~ (i)  = p for  all i 

P~(#) = 1 ~  for a l l i # j  
M - 1  

1 For  i to be t h e  favor i te  we r equ i r e  t h a t  p > ~ .  For  b rev-  

i ty  and. to s impl i fy  the  analys is  le t  N=M. The c a s e s  
N>M and N<M have c lo sed  f o r m s  t h a t  can  be o b t a i n ed  
using a s t r a i g h t f o r w a r d  e x t e n s i o n  of the  analys is  
p r e s e n t e d  below. In deriving an e x p r e s s i o n  for  
Pr~A e- IS~I two c a s e s  arise:  

Ca,,,~e 1: i=] 

Equa t ion  15 s implif ies  to  t h e  following: 
N - 1  

~' i ( '~ - ' )  
.~" i& I s . I  = ~:,~] ~ ,_~: _ , . c ~ _  _ t=_~__~_L ?_~Lt_ ~ ( i ~ ) M _ i  M - i  ]~'-~ 

For convenience let: 

r (i-~) =t  
M - 1  

Then: 

Iv 1 

Re calliz~ the  b inomia l  e x p a n s i o n  of [~ + ( 1 - t ) N  ]. allows 

50. T 
! 
I 
I 

4o.-~ 

30. t  

20. 

10. 

O. 
0.0 

i ~ 4 x 6 4  Syst~em 

I 
i 
q. / 

i / 

. // 16X16 System 

0.2 0.4 0. S 0.8 1.0 

R 
Figure  5, 

us to write:  

1 [1_(1_t)/v] (Z9) 

As would be e x p e c t e d  the  e x p r e s s i o n  on the  r igh t  h a n d  
s ide  of equa t ion  29 r e a c h e s  a m a x i m u m  as p-* 1. Indeed ,  
using l 'Hopi ta l ' s  ru le  it c an  be shown that :  

lira P~ ~A~ I s~ I = i 

Case B: i # j  
In this  case  t he  s e t  of poss ib le  r e q u e s t  p a t t e r n s  s e e n  by 
m e m o r y  ] p a r t i t i o n  in to  two mutua l ly  exclusive subse t s ,  
These  s u b s e t s  are  d i s t i ngu i shed  by w h e t h e r  or no t  e a c h  
of t h e i r  p a t t e r n s  inc lude  a r e q u e s t  f rom p r o c e s s o r  ] (a 
favor i te  r eques t ) .  Let }w{j,,I be  t he  s e t  of poss ib le  
r e q u e s t  p a t t e r n s  where  * i nd ica t e s  t h a t  the  s u b s c r i p t  in 
t h a t  pos i t i on  r a n g e s  over  i ts  al lowed values.  Then the  
s e t  of poss ib le  r e q u e s t  p a t t e r n s  t h a t  e a c h  inc lude  a 
r e q u e s t  f rom p r o c e s s o r  j is given by: 

And the set of possible request patterns none of which 
include a request from processor ff is given by: 

Examination of sets c~ and ~ reveals that: 

lal ( N-Z = k - 2 1  2_<k_<N (30) 

a n d  

: ( 3 1 )  

To see  this ,  no t i ce  t h a t  for s e t  a p r o c e s s o r s  i and j 
r e q u e s t  m e m o r y  j leaving k - 2  o t h e r  p r o c e s s o r s  out  of a 
to ta l  of N - 2  as poss ib le  r e q u e s t o r s .  Also, no t i ce  t h a t  for  
s e t  fl p r o c e s s o r  i r e q u e s t s  m e m o r y  ] leaving k - 1  o t h e r  
p r o c e s s o r s  out  of a t o t a l  of N - 2  as poss ib le  r e q u e s t o r s .  
The to ta l  of N - Z  is o b t a i n e d  by not ing t h a t  for b o t h  se t s  
a and  ~ the  r e q u e s t s  f r o m  p r o c e s s o r s  i and  j a re  fixed. 

An even t  c o r r e s p o n d i n g  to  any w~i~: ~ a occu r s  with 
t h e  following probabi l i ty :  

r r t  ~ - ' [ i - t  ]~,-k (3Z) 

J 

k 

request pattern from 8 
does not include request from j 

j i 

k 
request pattern from 
includes request from j 

Figure 6. E x a m p l e s  of Reques t  P a t t e r n s .  
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s ince  p r o c e s s o r  j r e q u e s t s  i ts  f avor i t e  m e m o r y ,  j ,  wi th  
p r o b a b i l i t y  r p ;  k - 1  o t h e r  p r o c e s s o r s  ( inc lud ing  6) m a k e  
non - f avo r i t e  r e q u e s t s  to  m e m o r y  j w i th  p r o b a b i l i t y  t 4-*; 
a n d  t h e  N - k  r e m a i n i n g  p r o c e s s o r s  do n o t  r e q u e s t  
m e m o r y  j w i th  p r o b a b i l i t y  [ 1 - t  ]~,-4. 

Similar ly ,  a n  e v e n t  c o r r e s p o n d i n g  to  any  w0-4~ e fl 
o c c u r s  wi th  p robab i l i t y :  

( i ~ ) t  4(i-t)~V-4-' (33) 
Since  p r o c e s s o r  ~ does  no t  r e q u e s t  m e m o r y  ~ wi th  pro-  
bab i l i ty  ( 1 - r p ) ;  k o t h e r  p r o c e s s o r s  (includin~i 6) m a k e  
non - f avo r i t e  r e q u e s t s  to  j wi th  p r o b a b i l i t y  t~; and  t h e  
N - k - 1  r e m a i n i n g  p r o c e s s o r s  do no t  r e q u e s t  m e m o r y  j 
w i th  p r o b a b i l i t y  ( 1 - t  )N-4-1. 

Using t he  r e s u l t s  of e q u a t i o n s  30, 31, 32, 33, 
t o g e t h e r  wi th  t h e  f ac t  t h a t  in  the  c a s e  we a re  c o n s i d e r -  
ing Pr}StS~ = zipi(j)  = t, allows us  to  s impl i fy  e q u a t i o n  
15 to t h e  following: 

(s4) 
N - 2  " i 

k = !  

The s u m m a t i o n  over  k spl i t s  in to  two p a r t s  c o r r e s p o n d -  
ing to t he  m u t u a l l y  exc lus ive  e v e n t s  a s s o c i a t e d  wi th  s e t s  
a a n d  ft. 

E q u a t i o n  34 c a n  be  r e d u c e d  to a c l o s e d  f o r m  us ing  
some  s imp le  a l g e b r a i c  i den t i t i e s .  The s t e p s  involved a r e  
ou t l i ned  below: 

Recall ( 
This e q u a t i o n  ho lds  for  all i n t e g e r  va lues  of k p r o v i d e d  
we a d o p t  t h e  c o n v e n t i o n  t h a t  t h e  b i n o m i a l  coe f f i c i en t  

(, :o  if <o o r  i f  k >N (see  uth p.5  
Equation 35 allows us to rewrite equation 34 as follows: 

N -2 - t ) N - 4 -  
k = l  

F u r t h e r  m a n i p u l a t i o n  of t h e  b i n o m i a l  coe f f i c i en t s  gives: 

Nt~ 4=~ 

_ 

(N -1 ) t  e ~_-~ 

+ (N-1)t ~=~ 

Recalling the binomial expansion of [f+(l-$)] N enables 
us to arrive at the following closed form: 

~I~ I &~I = ~ [I- (i-~) "- N~(1-t) ~-~] 
Nt 2 

_ rp (1 - t )  [~_ (~-t)"-~- (N-1 ) t (1 - t )  x-"] 
( N - 1 ) t '  

(1--,~,) [1- ( l - t )  N-'] 
+ (,v-~)t 

cance l ing  t e r m s  r e d u c e s  th i s  to: 

~t, 'k ,  I svI : ~ [ 1 - ( l - t )  M] 
N t  ~ (S6) 

t - ~  [ i -  (1-~) iV-'] + (,v_Ot2 

T o g e t h e r  e q u a t i o n s  29 and 36 def ine P r  ~A~/ J S~-~ for  
all va lues  of 6 a n d  j in  t h e  ca se  w h e r e  p r o c e s s o r  6 
r e q u e s t s  m e m o r y  6 as a f avo r i t e  m e m o r y .  Reca l l  t h a t  for  

1 m e m o r y  ¢ to  be  a f avo r i t e  p > ~  , and  t h a t  

l im P r ~  I S~]  = 1. In addi t ion ,  i t  c a n  be  shown, us ing  

['~I'opital' s ru le  with e q u a t i o n  36, t h a t  
l i m P r t A  0" I S g l  = 0 f o r i # j .  This s u g g e s t s  t h a t  in  the  

ca se  of favor i t e  m e m o r i e s  t h e  USR be  a b a n d o n e d  a n d  
t he  r e q u e s t s  f r o m  non- f avo r i t e  p r o c e s s o r s  be  g iven  
h i g h e r  p r i o r i t y  t h a n  t h o s e  f r o m  the  favor i t e  p r o c e s s o r .  

F u r t h e r m o r e ,  i t  c a n  be  shown tha t :  
E[BW]fa~ru8 >E[BW]uniform. Finally,  in  t h e  l imi t ing  ca se  
of p = l  i t  c a n  be  s h o w n  tha t :  E[BW]j'avoru, =min(N,M). 
This a g r e e s  wi th  o u r  de f in i t ion  of Max [BW] (see  e q u a t i o n  
15), wh ich  is c o n s i s t e n t  b e c a u s e  in  t h e  ca se  of Io=1 all 
r e q u e s t s  a r e  exc lus ive ly  b e t w e e n  p r o c e s s o r s  a n d  t h e i r  
f avor i t e  m e m o r i e s ,  i.e. no  conf l ic t s  occur .  

4. S i m u l a U o n  R e s u l t s  

S i m u l a t i o n s  were  r u n  in  a n  ef for t  to  c o m p a r e  t he  
a n a l y t i c a l  r e s u l t s  w i th  a m o r e  r ea l i s t i c  s y s t e m  o p e r a -  
t ion.  It  was found  t h a t  t he  IRP a s s u m p t i o n s ,  a l t h o u g h  no t  
r ea l i s t i c ,  d id  n o t  i n t r o d u c e  s ign i f i can t  d i f fe rences ,  

The s i m u l a t o r  is d e s i g n e d  to m o d e l  a s y s t e m  where  
p r o c e s s o r s  e m i t  r e q u e s t s  a c c o r d i n g  to t h e i r  r e s p e c t i v e  
r e q u e s t  d i s t r i b u t i o n s .  F u r t h e r m o r e ,  once  r e q u e s t s  a r e  
e m i t t e d  t h e y  m u s t  wai t  for a c o n n e c t i o n .  Tha t  is, if p ro-  
c e s s o r  i e m i t s  a r e q u e s t  for  m e m o r y  j a n d  i t  is no t  
a c c e p t e d  t he  r e q u e s t  is r e s u b m i t t e d  o n  eve ry  s u c c e e d -  
ing cycle  un t i l  t h e  c o n n e c t i o n  is g r a n t e d .  E a c h  m e m o r y  
ha s  a s s o c i a t e d  wi th  i t  N r e q u e s t  f ields w h e r e  p r o c e s s o r s  
s t o r e  r e q u e s t s .  Dur ing e a c h  cyc le  e a c h  m e m o r y  s e l e c t s  
t h e  r e q u e s t i n g  p r o c e s s o r  t h a t  g e t s  the  c o n n e c t i o n  uni-  
f o r m l y  f r o m  all r e q u e s t s  in  i ts  s e t  of N r e q u e s t  fields 
( e m p t y  r e q u e s t  f ields a r e  ignored) .  The s i m u l a t i o n  
r e s u l t s  a r e  shown in  t h e  Appendix.  

D e f l - i t i o n  8: Let  N~,(i,]) be  t he  n u m b e r  of cyc les  t h a t  
p r o c e s s o r  i s p e n d s  wai t ing  for  a r e q u e s t e d  c o n n e c t i o n  to 
m e m o r y  j .  

D e f i n i U o n  9: Let  NR(i,j) be  t h e  n u m b e r  of cyc les  t h a t  
p r o c e s s o r  i r e q u e s t s  or  u se s  m e m o r y  ] (i.e. i t  is t he  
n u m b e r  of cyc les  du r ing  which  p r o c e s s o r  i r e f e r e n c e s  
m e m o r y  j ). 

De~uaiUon 10: Let  WF(i,j) be t h e  wai t ing f r a c t i o n  for p ro-  
c e s s o r  i r e q u e s t i n g  m e m o r y  j .  Tha t  is, i t  is t he  f r a c t i o n  
of cyc les  t h a t  p r o c e s s o r  6 s p e n d s  wai t ing  for  m e m o r y  j ,  
r e l a t i ve  to  t he  n u m b e r  of r e q u e s t s  p r o c e s s o r  6 g e n e r a t e s  
for  m e m o r y  j .  

Then,  f r o m  def in i t ions  8, 9, and  10 i t  follows tha t :  

N ~ ( 6 , i )  
WF(i,j) = NR(6,] ) 

One would e x p e c t  t h a t :  

Tha t  is, t h e  n u m b e r  of cyc les  s p e n t  wai t ing  is approx i -  
m a t e l y  t he  p r o b a b i l i t y  of no t  hav ing  a r e q u e s t  a c c e p t e d ,  
m u l t i p l i e d  by  the  n u m b e r  of r e f e r e n c e s  to  t h a t  m e m o r y .  
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F r o m  s imula t ion  runs  for m a n y  r e q u e s t  d i s t r i bu t ions  
th is  a p p r o x i m a t i o n  has  b e e n  found  to hold  within abou t  
10Z. 

2 Now not ice  t h a t  if for examp le  W F ( i j )  = ~ ,  t h e n  it 

m a y  be  s e e n  t h a t  the  ave rage  waiting t ime  is 2 while t h e  
n u m b e r  of r e q u e s t s  is 3. That  is, for  e a c h  r e q u e s t  for  
m e m o r y  j ,  on the  a v e r s e  p r o c e s s o r  i m u s t  wait for 2 
cyc les  an,:] t h e n  use  the  c o n n e c t i o n  on  the  th i rd .  

Def in i t ion  11: Let E l  W(i,])]  be the  average  waiting t ime  
of p r o c e s s o r  i for m e m o r y  j .  Then, f rom the  above dis- 
cus s ion  it follows that :  

__~:[W(C,j) ]  = WF(i , ] )  ~ I - P r l &  j I S, jl El w( i , / ) ]  + 1 
So, 

E [ W ( i , ] ) ]  ~ 1 - Pr~A~ I S~iJ 

F r o m  this  s imple  a p p r o x i m a t e  analysis  the  average  wait-  
ing t ime  m a y  be found. Note s o m e  spec ia l  cases :  

1 ~ E [ W ( i j ) ]  = 1 P r l ~  I s, j l  = 

1 
P,'I&~ I s~.~l = 5 ~ E[W(~....y)] = 2. 

The lJ.miting behav ior  of the  waiting t i m e  is: 

i--L- [1-e-"'] 
lira E[W]  = r a  = r a  1 
~'" ! [l_e-,=] i - e ' ~=  

r a  

1, t h e n l i m  E[W]  = I < 1 If f ix = 

Figure  77 shows p lo ts  for  E [ W ( i , i ) ]  and  E [ W ( i , j ) ] ,  
t he  ave rage  wait t i m e s  in t he  favori te  m e m o r y  case.  As 
one would e x p e c t  the  wait t ime  of a p r o c e s s o r  waiting for  
i ts  favor i te  m e m o r y  d e c r e a s e s  to zero  as p - . 1  ( equa t ion  
29). However,  the  wait t ime  of a p r o c e s s o r  waitiD4 for  a 
non- favor i t e  m e m o r y  grows u n b o u n d e d l y  as  p-~ l  (equa-  
t ion  86). Never the less ,  the  overal l  ave rage  wait t i m e  
e x p e r i e n c e d  by a p r o c e s s o r  s is lower in the  favor i te  
m e m o r y  case  t h a n  in  t he  un i fo rm r e q u e s t  case.  This is 
in c o n t r a s t  to the  r e su l t s  s u g g e s t e d  by the  a p p r o x i m a t e  
m o d e l  d e s c r i b e  in [SeD79] where  the  favor i te  m e m o r y  of 
a p r o c e s s o r  is al lowed to  m ig ra t e .  

All s imula t ions  were  r u n  with l eng ths  of 100,000 sys-  
t e m  cyc les  t he  Appendix  c o n t a i n s  a t abu l a r  s u m m a r y  of 
the  s imu la t ion  data .  F r o m  ea r l i e r  e x p e r i m e n t s  it was 
found  t h a t  as r t d e c r e a s e s  t h e  runs  b e c o m e  less  s t ab l e  
un le s s  the  n u m b e r  of s imu la t ion  cycles  is i n c r e a s e d  over  
100,000. Thus r( = 0.1 is abou t  the  m i n i m u m  value used  
for our  s i raulat ions.  

E x a m i n a t i o n  off t he  s imula t ion  r e s u l t s  shows t h a t  
for t he  m o s t  p a r t  E [ B W ]  > E[BW]~ m. This e f fec t  was 
previously  n o t e d  in [CKL77] for t he  case  when r = l ,  and  
is c a u s e d  by the  s i m u l a t o r  r e s u b m i t t i n g  b locked  
r e q u e s t s  unti l  t hey  a re  finally a c c e p t e d .  As n o t e d  ea r -  
lier, r e s u b m i s s t o n  of b locked  r e q u e s t s  is m o r e  r ea l i s t i c  
t h a n  our  mode l  which o p e r a t e s  u n d e r  t he  IRP a s s u m p -  
t ions.  Thus, we c a n  c o n s i d e r  our m o d e l  as yielding 
s l ight ly  op t imi s t i c  resu l t s .  Notice t h a t  t he  above 
d i s c r e p a n c y  essen t i a l ly  d i s a p p e a r s  when  r b e c o m e s  
small .  

N 

J=l 

! 

i 
i 

I 

O. 4!  

f 

0.0~ 0.5 

E[Wij], r = 0.2 

E[Wii] , r = ~  
I 1 t r ~  t 

0.6 0.7 0 .8  0~9 I .  0 
p iL 

Figure 7. 

5. C o n c l u s i o n  

In conc lus ion ,  the  analys is  p r e s e n t e d  above allows 
one to c o m p u t e  var ious  p e r f o r m a n c e  f igures  for an  N-M 
c r o s s b a r .  In pa r t i cu l a r ,  in t he  ca se  of e a c h  p r o c e s s o r  
having a favori te  m e m o r y ,  i.e., being m o r e  l ikely to 
r e q u e s t  one  p a r t i c u l a r  m e m o r y  t h a n  any o ther ,  new 
c losed  f o r m  so lu t ions  for the  p robab i l i t y  of r e q u e s t  
a c c e p t a n c e  and  the  a s s o c i a t e d  wait t i m e s  were  
deve loped ,  The s imu la t ion  r e s u l t s  show t h a t  t h e s e  p e r -  
f o r m a n c e  f igures  a re  a c lose  a p p r o x i m a t i o n  to t h e  ac tua l  
behav io r  of the  c r o s s b a r  p rov ided  the  r e q u e s t  d i s t r ibu -  
t ions  a re  an a c c u r a t e  m o d e l  of t he  r e q u e s t  behavior  of 
t he  p r o c e s s o r s .  
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77. Appendix  

The following is a s u m m a r y  of s imu la t ion  d a t a  for severa l  s y s t e m  sizes and  r e q u e s t  r a t e s / d i s t r i b u t i o n s .  

UNIFORM-DISTR~UTION-SIMULAT[ONS 

N /,I :r 1-.-pQ WF m[W] b ~ l  bw2 bw3 mIBw]s~.,~ 

4 4 1.0 .316 .34 .463 2.52 2.82 2.517 2.619 

4 4 .5 .lV2 .zo .~06 1.76 1.76 I . ~  1.75 

4 4 .1 . ~ 7  .o35 .035 .40 .40 .40 .40 

5 5 1.0 .34 .38 .52,3 4.95 4,95 4.94 4.95 

6 8 :05 ,02 .40 .022 .40 .40 ,39 .40 
[ 

4 8 1.0 .17 .183 .208 3.27 3.28 i 3 ~  3 ~  
I 

4 8 .5 .09 .1 .099 1.9 1.9 1.9 1.9 

4 16 1,0 ,09 .1 .099 3.62 3 .63 :3 .63  3,63 
I 

4 16 .5 .05 .046 .048 1.93 1.93 : 1.93 1.93 

8 4 1.0 .55 .59 1.22 3.36 3.26 3,26 3,26 

8 4 .5 ,34 .45 .523 2.8.3 2.83 L 2.83 2.83 

KIBW] 

2.7~ 

5.25 

3,31 

1 .~  

3 . ~  

1.91 

3.6 

2.63 

where, 

N -'the number of processors 
M - t he  number of memory banks 
r - the processor request rate 

WE - the  s imu la t ion  wait ing f rac t ion ,  
i t  is t h e  ave rage  over  t h r e e  r u n s  

bw 1 - t he  s imula t ion  bandwid th ,  for t h e  
f i rs t  run 

b~2- the simulation bandwidth, for the 
second run 

b~ 3 - the simulation bandwidth, for the 
third run 

E[B~'] - the computed average bandwidth 
E[BW]sira - the average simulation 

bandwidth, it is the average 
of bw l ,  bzu2, bw3 

E [ B W ]  - the  c o m p u t e d  ave rage  waitin~ t ime  

N 

4 

4 

4 

4 

4 

4 

4 

4 

4 

FAVORITE-MEMORY-DISTRIBUT[ON-SIMULATIONS-I 

M r p pcLmu, z parnin sufrr~m ~ufrnaz 

18 1.0 0.55 .96 .71 .05 .30 

16 0 ,5  0.55 .98 .85 .022 .15 

16 0 . I  0.55 .99 .97 .005 .037 

16 1.0 0.40 .96 .78 .060 . ~ 5  

16 0,5 0.40 .97 .88 .030 .12 

16 0.1 0.40 .99 .98 .005 .025 

16 1.0 0,8~ ,99 ,57 ,018 .43 

16 0.5 0.85 .99 .78 .008 .22 

16 0,1 0.85 .99 .96 .01" .04 

b'wl ,bzu2 

3.67 3.67 

1.97' 1.96 

.40 .40 

3.64 3.84 

1.95 1.96 

.40 .40 

3.82 3,82 

1.98 1.98 

,40 .40 

b~3 E[Bw) E[BW]~ 
3.67 3,73 3.67 

1.96 1.93 1.96 

.40 .40 ,40 

3.65 3.68 3.64 

1.96 1,92 1.96 

.4 0 .4o .40 

3.83 3,69 3.82, 

1.99 1.97 1,98 

.40 .40 .40 

These simulations were run using request distributions in which each processor requests a favorite memory with pro- 
bability "p" and the remaining uniformly. 

pam.az - Pr IA 0 I SO'I for the preferred memory, and any memory preferred by no processor 
p s r ~ i n  - Pr~.A~ [ SOl for any other memory 
wfm~.n - WF, from the three simulations, for the preferred memory 
wfvaaz - WE, from the three simulations, for any other memory 

FAVORrFE-ME MORY-DISTRIBUTION~IMULAT[ONS-H 

N M I. p ~ pam~ ~Imin wfma.z bzul bw2 bw3 K[BW] E[BW]~m 

8 4 1.0 .40 ,48 .44 .55 .60 3.31 3.31 3.31 3.62 3.31 ..... 

8 4 0.5 .40 .66 .65 .42 .48 2.85 2.85 2.85 2.64 2.85 

8 4 0.1 ,40 .92 . 91  .09 .10 .79 .79 .79 .'73 .79 .... 

8 4 1,0 .85 .51 ,36 .49 ,64 3.83 3.83 3.63 3.93 3.83 

6 ; 4 0.5 .85 .74 .60 .32 .47 3.14 3.15 [ 3.14 2.86 3.14 .... 

8 4 0.1 .85 ,94 .90 .06 . I 0  .60 .79 .79 .75 .79 

Since this is an 8-4 connector, request "compression" must take place. In these distributions, two processors prefer a 
given memory (with magnitude "p") and their remaining probability distribution is uniform over all other memories. 
There are then three other pairs of processors in a similar situation. Thus each memory is preferred by two proces- 
sors. 
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